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INTRODUCTION

The purpose of this CASEtool is to describe the devel-
opment and use of the Multiple-Choice Test Construction 
Checklist to improve the quality of test questions used 
to assess professional development learning outcomes. 
Multiple-choice tests are frequently used to assess knowl-
edge and skills obtained from early intervention profes-
sional development. Using evidence-informed criteria to 
develop and evaluate test questions helps ensure a quality 
assessment (Wilson, 2013). The checklist that follows 
synthesizes and extends evidence-informed guidelines 
commonly used to develop multiple-choice test questions 
across a variety of fi elds (Braddom, 1997; Considine et 
al., 2005; Gierl et al., 2017; Haladyna, 2004; Haladyna et 
al., 2002; National Board of Medical Examiners (NBME) 
2021; Scully 2017).

 A comprehensive literature search was conducted to 
develop the tool. Articles were reviewed for relevancy and 
indicators of high-quality test questions were collected and 
categorized. Table 1 shows test question indicators across 
articles and guides. The Multiple-Choice Test Construction 
Checklist is a compilation of the most frequently occurring 
guidelines. The completed checklist was compared against 
multiple-choice item writing guidelines from Haladyna, 
Downing, and Rodriguez (2002). The items were organized 
based on typical test question development, which groups 
stems and answer choices together. Many fi elds, including 
early intervention and early childhood special education, 
rely heavily on scenario-based application of knowledge, 
so a section was created to include the indicators needed for 
quality scenario-based questions. Some guidelines related 
to the uniformity of the test as a whole and were grouped 
together in an overall section on the checklist. The analysis 
section provides steps in evaluating item diffi  culty and the 
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This CASEtool describes the development 
and use of the Multiple-Choice Test Con-
struction Checklist. A multiple-choice test 
is a frequently used option for assessing 
learning outcomes in professional devel-
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process of creating quality multiple-choice 
tests for assessing professional develop-
ment outcomes. 
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performance of the correct answer choice and distractors 
to determine their appropriateness. The resulting checklist 
provides a guide for effi  ciently developing and evaluating 
test items to ensure intended knowledge and skill-based 
outcomes are achieved. 

BENEFITS OF USING MULTIPLE-CHOICE 
TEST QUESTIONS 

Administrators and professional development provid-
ers want to understand the degree to which the intended 
learning is achieved from engaging in professional develop-
ment experiences (Knowles, 1980). Assessment activities 
included in professional development help ensure the 
desired outcomes are achieved. Multiple-choice tests are 
often used because they are considered an eff ective, reli-
able, and objective way to test the participants’ knowledge 
and comprehension (Haladyna et al., 2019; Lenchuk & 
Ahmed, 2021; Quaigrain & Arhin, 2017; Scully, 2017; 
Wise, 2020). Multiple-choice tests can be easily included 
in digital, face-to-face, and hybrid learning models and 
are cost- and time-effi  cient in terms of administering and 
scoring. Although multiple-choice questions are most 
often used to assess gains in information and knowledge 
(Shakun et al., 1979), they can also assess comprehen-
sion, application, and analysis (Kheyami et al., 2018) 

when presented in a real-world context. Scenario-based 
questions are especially benefi cial for professional devel-
opment participants who must apply content knowledge 
to real-life situations. 

STRUCTURE AND FORMAT OF MULTIPLE-
CHOICE TEST QUESTION

Components of Multiple-Choice Questions
While multiple-choice questions can take various 

formats, all include a stem, a correct answer choice, and 
distractors (Haladyna, 2004). The stem is the question 
and may range from simple recall to a detailed scenario. 
The answer choices refer to both the correct and incorrect 
answers. Distractors are often used to refer to incorrect 
answer choices designed to appeal to learners who may 
not fully grasp the presented content (Gierl et al., 2017).

Most multiple-choice questions have a single best 
response (NBME, 2021). Single best response multiple-
choice questions have a stem and usually four or fi ve 
answer options with one clear, correct response (Bothell, 
2001; Braddom, 1997; Carriveau, 2016; Haladyna, 2004). 
Test-writers should develop questions that align with 
“well-defi ned learning objectives” for the material being 
taught (Towns, 2014, p. 1427) and include a single correct 
response (NBME, 2021).

Table 1. Guideline characteristics by reference source.  
Stems Answer Choices

Source 

Contain 
a single 

main 
idea/ 

concept 

Align with 
expected 
learner 

knowledge/ 
objectives 

Written 
in 

question 
format 

Clearly 
and 

positively 
explain 
what is 
being 
asked 

Ask to 
apply 

knowledge 
in a 

realistic 
situation 

Are 
homogeneous 

in content, 
form, length, 

and number of 
choices 

Have 
only one 
correct/ 

best 
answer 
choice 

Include 
plausible 

and 
relevant 

distractors 

Have 
logical 

order and 
varied 
correct 
answer 

placement 
Bothell (2001) X X X X X X X X 
Braddom (1997) X X X X X X
Brame (2013) X X X X X X X
Butler (2018) X X X X X
Carriveau (2016) X X X X X X X X
Considine et al. (2005) X X X X X X X
Gierl et al. (2017) X X X X
Guala (2020) X X X X X X X X
Haladyna (2004) X X X X X X X X
Malamed (2019)  X X X X
NBMEa (2021) X X X X X X X X 
Rauschert et al. (2019) X X X X X X X 
Ruby (2015) X X X X X 
Scully (2017) X X X X X X
Towns (2014) X X X X X X X
Woodford & Bancroft 
(2005) 

 X X X X X

Zimmaro (2016) X X X X X X X X
a National Board of Medical Examiners 
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written, and presented in a logical order (i.e., greatest 
to smallest, terms, or ranges). Long answer options can 
shift the assessment from acquired content knowledge to 
assessing the learner’s ability to read and comprehend so 
should be avoided (NMBE, 2021). The correct answer 
choice should appear randomly amongst options (e.g., all 
correct answers should not be option “C”) (Guala, 2020; 
Haladyna, 2004; Zimmaro, 2016). Trick or overtly incor-
rect answers should be avoided. Trick answers increase 
ambiguity between responses and decrease the threshold 
of correctness. In addition, trick answer choices can cause 
the learner to engage in cognitive processes that are ir-
relevant to the intended content and may result in users 
internalizing false information, potentially negating learn-
ing (Butler, 2018).

Distractors should be written plainly and with only 
the necessary information (Brame, 2013) and be homo-
geneous in grammar, content, and length (Bothell, 2001; 
Haladyna, 2004; Malamed, 2019; Towns, 2014). Answer 
options should be plausible and relevant to the content 
of the test and stem (Ascalon et al., 2007; Bothell, 2001; 
Malamed, 2019; NMBE, 2021), and be placed in a logical 
order (Brame, 2013; Carriveau, 2016; Haladyna, 2004; 
Towns, 2014). Well-written distractors include commonly 
known errors made when learning the content (Haladyna 
& Rodriguez, 2013; Rauschert et al., 2019) or true state-
ments unrelated to the stem (Gierl et al., 2017).

While distractors may be partially correct, the cor-
rect answer must be entirely true (NBME, 2021). The 
use of all of the above or none of the above requires ad-
ditional judgment from the test taker and typically should 
be avoided (Butler, 2018). Requiring learners to select all 
of the above or none of the above, or other combination 
answers (e.g., “I and III” or “I, II, and III”) may create 
ambiguity and an implied ranking of correctness among 
the answers, potentially exceeding the actual cognition 
needed to answer the question (Braddom, 1997; Brame, 
2013; Cariveau, 2016; Haladyna, 2004; Malamed, 2019). 
Learners are required to determine which answer choices 
are correct, partially correct, partially incorrect, or incor-
rect when required to select from combination answers. 
The focus shifts from the learning of the material to the 
test-takers’ ability to discern amongst answer choices 
(NBME, 2021). Using all of the above or none of the above 
changes a simple question to a complex multiple-choice 
question (Dibattista et al., 2014), which can lead to clueing 
(Butler, 2018). Both content and grammar “clues” give 
learners hints at the correct answer enabling “test-takers 
to engage in strategic guessing” and producing artifi cially 
high-performance levels and lower reliability compared to 

Constructing a Quality Stem
Each question should focus on a single concept or idea 

(Haladyna, 2004) and avoid isolated facts (NBME, 2021). 
The stem presents the problem to be solved (Carriveau, 
2016; Considine et al., 2005) and should be written in a 
question format (e.g., What is the defi nition of assessment?) 
instead of a statement (e.g., The defi nition of assessment 
is ____?) (Bothell, 2001; Carriveau, 2016). Using a ques-
tion format allows the learner to focus on answering the 
question instead of holding the partial sentence in working 
memory to complete it with each option choice (Brame, 
2013). Question stems should be written consistently 
(NBME, 2021), positively, and concisely (Brame, 2013; 
Carriveau, 2016; Haladyna, 2004; Zimmaro, 2016). A 
negative stem (e.g., Each of the following statements is 
true EXCEPT) can be misleading and confounding to the 
learner (Haladyna, 2004) and therefore not a good assess-
ment of knowledge attainment. Similarly, extraneous or 
irrelevant information should not be included in the stem 
(NBME, 2021).

Identifi cation Questions. Identifi cation questions 
are the most common type of multiple-choice test items 
and assess foundational knowledge (e.g., early interven-
tion vocabulary, characteristics of coaching, components 
of IDEA). These factual questions most frequently ask 
participants to recall a characteristic or strategy from 
presented content (e.g., name a characteristic of coach-
ing) (Skakun et al., 1979). Identifi cation items are often 
phrased as direct questions (e.g., Which of the following 
is a characteristic of relational help-giving?) and assess 
learning through knowledge recall and basic remembering 
(Bloom et al., 1956; Ruby; 2015; Skakun et al., 1979).

Scenario Questions. Scenario questions are realistic 
situations that allow learners to apply acquired knowledge 
by using a higher-order thinking process (Lenchuk & 
Ahmed, 2021). Engaging in a more advanced thinking 
process provides the opportunity to analyze, synthesize, 
evaluate, and engage in content-specifi c decision-making 
(Bloom et al., 1956; Ruby, 2015; Temiz, 2020). Questions 
that require higher-order thinking enhance learning and 
improve future performance (Butler, 2018). Scenario 
questions should provide only the information needed to 
answer the item since extraneous information can mislead 
the learner. The application of content knowledge to novel 
situations is especially important for early intervention 
practitioners as each family presents a unique opportunity 
to apply knowledge. 

Constructing Quality Answer Choices
Answer choices should be easily understood, concisely 
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traditional multiple-choice questions (Butler, 2018, p. 324). 
Overall, complex multiple-choice questions are diffi  cult 
to create and are not typically better than conventional 
multiple-choice questions (Butler, 2018).

TEST ANALYSES

Designing a test is a recursive process and requires 
analyzing individual test items to determine if the correct 
answer and distractors perform as intended. An optimal 
test has items “that have high discrimination with a desired 
range of diffi  culty that maximize reliability” (Haladyna 
et al., 2019, p. 351). Key to item analysis is the learner 
recognizing the correct answer from the distractors. A 
quick check of this can be performed by calculating the 
frequency of responses for each test item on piloted test 
data (Gierl et al., 2017). The correct answer for any item 
should have the highest frequency, and the distractors 
should have similarly shared frequency among them. If 
a distractor has a low-selection frequency of less than 
5%, then the distractor is very improbable to test takers 
and should be modifi ed (Downing, 2009; Quaigrain & 
Arhin, 2017). Plotting the frequency of responses per item 
by overall score groups creates a visual graphic to help 
identify distractors that are not performing as expected 
(Forthmann et al., 2020; Malec & Krzeminska-Adamek, 
2020). If both pre- and post-test data are present, the per-
formance between the two can be compared. The correct 
answer choice is expected to be selected most frequently 
on a post-test as compared to the pre-test where there is 
an expected even spread amongst choices. 

More advanced item analyses, calculated by statistical 
program packages, exist to understand how the test items 
are being answered and provide item quality indexes that 
help make improvements (see Downing, 2009, for more 
detail). The item diffi  culty index provides information 
about how hard the question is to answer and ranges from 
0 (very diffi  cult) to +100 (very easy) (Ali & Ruit, 2015; 
Sabri, 2013). The item discrimination index is an indicator 
of how well an item discriminates between the learners 
of higher and lower ability levels, and a value of 0.40 or 
greater indicates excellent item discrimination (Sabri, 
2013). Other helpful statistical metrics are item means 
and standard deviations, point-biserial correlations, and 
the Kuder-Richardson 20 coeffi  cient (KR-20), which all 
provide information about the test reliability. Conducting 
test analyses are necessary to have a quality test with items 
of average diffi  culty with functional distractors (Ali & 
Ruit, 2015; Quaigrain & Arhin, 2017).

USE OF THE CHECKLIST

The Multiple-Choice Test Construction Checklist is a 
tool for use in the three stages of test question construction: 
planning, writing, and reviewing. The tool is benefi cial in 
the planning stage as a grounding for discussion, creat-
ing questions, and ensuring alignment with content and 
objectives. The checklist serves as a criteria guideline for 
further iterations and edits during the writing process. 
During the review process, this tool provides a systematic 
approach for assessing the performance of test questions. 
It is an ideal accompaniment for revising test questions 
especially after test item analysis.  

COMPLETING THE CHECKLIST

The Multiple-Choice Test Construction Checklist 
includes guidelines for writing, revising, and evaluating 
multiple-choice test questions. The checklist consists of 
four sections describing the main components of multi-
ple-choice assessment: (a) stem, (b) answer choices, (c) 
scenario-specifi c questions, (d) overall components, and 
(e) analysis. For each indicator, the user is asked to indicate 
whether (Yes/No) the specifi c criteria is present in each 
question. In addition, space is provided for noting any 
areas of concern or suggestions for improvement. When 
all items have been answered yes, the test should refl ect 
well-written test question. 

Individuals or groups can use the Multiple-Choice 
Test Construction Checklist. Professional development 
coordinators can use this checklist to align content and 
questions. This checklist can be used throughout the test 
development process, including when developing, revis-
ing, and analyzing test items. Analysis of pilot test data 
ensures each item is performing as expected and is a good 
measure of knowledge attainment.

CONCLUSION

The Multiple-Choice Test Construction Checklist 
facilitates a systematic and objective process for develop-
ing multiple-choice test questions to assess professional 
development outcomes. It also provides guidance for 
analyzing the performance of questions so that they can 
be revised and strengthened in a timely manner. Given the 
resources dedicated to the range of professional develop-
ment activities typically provided in early intervention and 
early childhood special education, it seems particularly 
important to attend to how instruments are developed that 
measure the learning outcomes of professional develop-
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ment. Using an evidence-informed checklist to develop 
high-quality multiple-choice questions can yield important 
information for facilitators, administrators, and learners. 
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Multiple-Choice Test Construction Checklist for AssessingMultiple-Choice Test Construction Checklist for Assessing
Professional Development OutcomesProfessional Development Outcomes

Name of Reviewer ___________________________________    Date ____________

Checklist DescriptionsChecklist Descriptions

Use of the Checklists Use of the Checklists 

This checklist includes guidelines for writing, revising, and evaluating multiple-choice test ques-
tions. This checklist includes four subsections describing the main components of multiple-choice 
assessment: (a) stem, (b) answer choices, (c) scenario specifi c questions, (d) overall components, 
and (e) analysis. The stem is the test question, including relevant content and context. The answer 
choices are the set of options, including the most correct option. Answer choices include distrac-
tors, which are the incorrect answer options among the answer choices. Scenario stems include an-
ecdotal examples to off er an application of learned material. Overall items pertain to the uniformity 
of the test as a whole. The analysis section contains items to help question developers evaluate the 
performance of the questions.  

This checklist can be used throughout the test question development process, including when 
fi rst developing questions, as a guide for conducting an internal review of the questions, analyz-
ing pilot data of the questions to ensure they are performing as quality measures of knowledge 
attainment, and while revising the questions. This checklist can be used by individuals or teams 
to develop measures of knowledge transfer occurring as a result of participating in professional 
development experiences, trainings, online learning modules, or courses. 
To use the checklist, follow the guidance below:
• Review the checklist prior to beginning the test-writing process and familiarize yourself with 

the criteria for high-quality test questions.
• As you write questions, consider the learning objectives for the training and how the ques-

tions align with the training content. Test questions should address the training objectives and 
content. Questions that do not perform as expected could be an indication that the training 
does not suffi  ciently address the content in the questions.

• When developing questions, use each checklist item to make sure each question and the test 
as a whole follow the guidance for high-quality questions.

• Use the Examples/Notes column to indicate which test items need to be revised and in what 
way.

• Pilot the questions with a group of 20-30 individuals who are novice learners about the topic 
and conduct an analysis to ensure the questions are performing as expected and are good 
measures of knowledge transfer.

• Revise the questions as needed based on the analysis conducted. 

Amber Halliburton & Deborah Hamby
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Directions: Review all test questions for each criterion. Mark Yes or No to indicate if all items on the test 
meet expectation. Include in the Examples/Notes section notations about items needing revisions. 

Question Stems Yes No Examples/Notes
Align with content and objectives.

Focus on a single concept or idea.
Are written in a question form, asking a single 
complete question.
Present the problem to be solved without extraneous 
or irrelevant information.
Contain most of the wording/phrasing for the 
question.
Are written positively. (Question does not ask to 
indicate a NOT true option).

Answer Choices Yes No Examples/Notes
Have one clear answer choice.

Are independent of each other.

Are homogeneous in content, detail, and length. 
Are positively phrased and in an active (not passive) 
voice.
Consistently have the same answer options (4-5 per 
question).
Are free from all of the above and none of the above.

Are presented in logical/numerical order.

Are plausible and relevant to the content.

Have varied correct answer placement across items.
Include distractors representative of 
common errors made by novice learners.
Avoid giving clues to the correct answer. 

Scenario stems Yes No Examples/Notes
Represent varied ethnicities and genders.
Include common examples of the application of 
material frequently used or understood by the 
learner.
Are free of extraneous or irrelevant information.

Overall Yes No Examples/Notes
All questions are independent of each other.

No items are trick test items.
Vocabulary matches learners expected level of 
understanding.
Items have correct grammar and punctuation.
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Reference: Haladyna, T. M., Downing, S. M., & Rodriguez, M. C. (2002). A review of multiple-choice item-writing 
guidelines for classroom assessment. Applied Measurement in Education, 15(3), 309-333. https://doi.org/10.1207/
S15324818AME1503_5

Analysis Yes No Examples/Notes
A panel of experts understood and easily answered 
all questions.
Test has been piloted with a small sample of partici-
pants.
Correct response for each question was the most 
frequently selected response.
Incorrect responses were similarly spread across 
distractors.
Identifi ed items that were too easy (95% or more 
answered correctly) or diffi  cult (less than 30% an-
swered correctly) were revised.
Distractors that were not selected at least 5% were 
eliminated or revised.
Distractors chosen more frequently than the correct 
answer were revised.
Overall post-test score was higher than the overall 
pre-test score.


